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RMPP (Reliable Message Passing Protocol) is a
lightweight transport protocol designed for clusters. RMPP
does try to avoid network congestion, but does pro-
vide end-to-end flow control and fault tolerance. We
compare RMPP to TCP, UDP, and “Utopia,” a simplis-
tic protocol that provides no error recovery.

Figure 1 illustrates the framework used in this study. The
benchmarks use a simple library that includes operations to
pre-post a receive, send a message, and wait. Each protocol
is configured to use a common packet module.
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Figure 1. Protocol comparison framework

We start by comparing the protocols on four bench-
marks: bandwidth, latency, all-to-all, and communication-
computation overlap. We conclude by comparing TCP and
RMPP for networks with very low bit error rates. The ex-
periments were conducted on a 128 node Cplant [3] sys-
tem at Sandia National Laboratories. Each compute node
has 500 MHz Alpha EV6 (21264) CPU. The nodes are con-
nected by a Myrinet network.

Figure 2 presents the bandwidth results. Utopia achieves
the highest bandwidth. RMPP is second, attaining approxi-
mately 90% of Utopia’s bandwidth. UDP initially achieves
about 85% of Utopia’s bandwidth and approaches RMPP
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for large messages. TCP’s performance is somewhat erratic,
varying between 70 and 77% of Utopia’s performance.
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Figure 2. Bandwidth measurement

Table 1 summarizes the latency results. The RMPP la-
tency measurements include the time needed to setup and
tear down a connection for each message. In contrast, the
connections for TCP are established during initialization
and not included by our benchmark. Packet counts show
that RMPP received three times as many packets as TCP.

Protocol min avg max std dev
Utopia 30 µs 33 µs 36 µs 0.913150
UDP 51 µs 52 µs 58 µs 1.221707
RMPP 65 µs 67 µs 72 µs 1.742920
TCP 61 µs 63 µs 65 µs 1.104917

Table 1. Latency measurements

Figure 3 presents the results of our all-to-all benchmark
for 60KB messages. The lines starting in the upper left show
the per-node bandwidth. TCP starts out higher, but drops
as the number of nodes increases. The lines starting in the
lower left show the number of packets sent by each pro-
tocol. The bars show the number of system errors that oc-
curred during the application run. These errors are indica-
tive of network congestion. (Myrinet switches drop mes-
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sages when the end bit of a message has not been seen for a
certain amount of time.) The bar for RMPP is to the left and
that for TCP is on the right. For 60KB messages, RMPP in-
duces significantly less congestion. As the message size is
increased, RMPP and TCP induce comparable congestion.
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Figure 3. All-to-all, 60kB messages

The next benchmark measures the ability of a protocol
to support communication during computation. This bench-
mark uses two processes: the first pre-posts a receive, per-
forms a lengthy computation, and waits for a message; the
second sends a message. The benchmark reports the waiting
time the for the first process. Figure 4 presents the results
for this benchmark. The waiting time for TCP and UDP are
proportional to the message length. In contrast, the waiting
times for RMPP and Utopia are nearly zero for all message
sizes. These observations, combined with that fact that all
protocols send same amount of data on the wire, lead us to
conclude that Utopia and RMPP support overlapping com-
putation and communication while TCP and UDP do not.
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Figure 4. Overlap measurement

RMPP was designed for networks with very small bit er-
ror rates. Figure 5 presents a graphical interpretation of the
goals for RMPP. RMPP should be better than TCP as long
the bit error rate is very low. As the error rate increases,
a dramatic decrease in performance is acceptable. In con-
trast, TCP performance would also suffer but should de-
grade more gracefully.

To explore this aspect of RMPP, we designed a simple
client/server benchmark that measures client waiting time.
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Figure 5. Expected behavior

Figure 6 shows the result for the client/server benchmark.
The plot shows that after a threshold in the error rate is ex-
ceeded, the client wait time becomes worse.
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Figure 6. Observed behavior

Simple, message-based protocols like RMPP have sev-
eral advantages over TCP, including: ease of implementa-
tion and testing, support for computation/communication
overlap, and low CPU overhead. It was somewhat surprising
to note that RMPP’s lack of congestion control is not a hin-
drance. The results presented here and in [4] show that for
large scientific clusters with high-performance networks, a
simple message-based protocol like RMPP is a good choice.
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